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Summary

This work presents a level set framework to solve the compliance topology
optimization problem considering design-dependent pressure loads. One of the
major technical difficulties related to this class of problem is the adequate
association between the moving boundary and the pressure acting on it. This
difficulty is easily overcome by the level set method that allows for a clear track-
ing of the boundary along the optimization process. In the present approach, a
reaction-diffusion equation substitutes the classical Hamilton-Jacobi equation
to control the level set evolution. This choice has the advantages of allowing
the nucleation of holes inside the domain and the elimination of the undesir-
able reinitialization steps. Moreover, the proposed algorithm allows merging
pressurized (wet) boundaries with traction-free boundaries during level set
movements. This last property, allied to the simplicity of the level set represen-
tation and successful combination with the reaction-diffusion based evolution
applied to a design-dependent pressure load problem, represents the main con-
tribution of this paper. Numerical examples provide successful results, many of
which comparable with others found in the literature and solved with different
techniques.
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1 INTRODUCTION

Traditionally, many applications of topology optimization problems fix the region where mechanical loads are applied.
However, there is a class of problems, namely design-dependent loads, in which the loading is not frozen during the topol-
ogy optimization procedure, that is, both direction and location of the loads can change with the structural design. One
of the greatest difficulties in these problems is identifying and tracking the loaded moving boundaries during topology
evolution mainly at intermediate designs. Design-dependent load problems in a continuum structure were firstly intro-
duced in the topology optimization literature by Hammer and Olhoff,1 Chen and Kikuchi,2 and Bourdin and Chambolle,3

which used density methods (solid isotropic material with penalization models).
Although density methods do not allow directly representing the boundaries, they are widely used in the literature to

solve design-dependent load problems. This class of problems represents a challenging problem for density methods since
it is necessary to develop strategies to track the loaded boundary during topology changes. For example, Bézier curves
are adopted in the works of Hammer and Olhoff 1 and Fuchs and Shemesh,4 a fictitious thermal loading is applied in the
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work of Chen and Kikuchi,2 isolines (iso-density line to define the boundary) are used by Du and Olhoff 5 and Lee and
Martins6 a pseudo potential function is introduced in the work of Zheng et al,7 and strategies of considering the void
phase as an incompressible hydrostatic fluid transferring thus pressure loads are employed by Sigmund and Clausen8 and
Bruggi and Cinquini.9 Some works use algorithm searching schemes (based on decision criterion) in the background grid
to identify the load surfaces (see, for instance, the work of Zhang et al10). There are also papers mixing methods to recover
the loading surface at each step of the minimization process. For example, the work of Wang et al11 inherits the merits
of the level set method and proposes a technique by associating the density approach and the distance regularized level
set evolution.

Another approach commonly used for dealing with design-dependent load problems is based on level sets.12,13 An
advantage of this approach over density methods is the clear representation of boundaries through a level set function.
Within this context, Guo et al14 developed a sweep algorithm to apply the loading to a neighborhood of the zero level
set curve. However, this algorithm may become computationally inefficient, and it may not operate for non-Cartesian
design domains. Recently, Xia et al15 presented a methodology in which, to represent the pressure boundary separately,
two level set functions are propagated via Hamilton-Jacobi evolution equation. The approach focuses on avoiding the
crossing or touching of the free boundary and the pressure boundary. Moreover, other works16-18 present some applica-
tions to design-dependent loads by using level sets; however, implementation details of how to track the surface loading
during topology changes are not discussed.

In all these papers, the level set function is represented by classical low-order Lagrangian functions on a fixed grid
and its evolution guided by the solution of the Hamilton-Jacobi equation. As it is well known, this combination usually
induces a degradation of the level set function forcing reinitialization schemes that preclude the appearing of new holes.

A possible way to overcome this difficulty is to use smoother level set representations. Example of this are the radial
basis functions19,20 or B-splines.21,22 Another alternative consists of maintaining the simplicity of the nodal level set rep-
resentation but including regularization (diffusion) terms on the evolution equation.23,24 This modification prevents the
degradation of the level set function and eliminates the need of reinitialization procedures.

Another issue is related to the way the boundary defined by the level set representation is transferred to the numerical
discretization of the physical problem. The simplest way is using the concept of ersatz material on the elements cut by
the zero level curve (see, for example, the works of Allaire et al16 and Wang et al25). Better representations at the cost of
a more involved implementations are achieved by remeshing26-28 or discontinuous enrichments like those provided by
the extended FEM.29-32 For the particular case of design-dependent loads, this last alternative was used in the works of
Jenkins and Maute33 (fluid-solid interaction) and Coffin and Maute34 (thermal conduction problems).

Up to the present moment, density and level set approaches are the most frequent techniques found in the literature
to solve design-dependent load problems. However, very recently, other methods were used, providing promising results.
For example, the bi-directional evolutionary structural optimization method for designing completely submerged buoyant
modules is used in the work of Picelli et al,35 and the topological derivative concept applied to optimize structures subject
to hydrostatic pressure loading is proposed by Xavier and Novotny.36

In this work, a method based on a level set framework is developed to solve the compliance topology optimization
problem of structures subject to design-dependent pressure loads. The topology changes are controlled by a single level set
function defined by conventional Lagrangian bases on a fixed grid. This level set evolves according to a reaction-diffusion
equation analogous to that proposed by Yamada et al.23 This approach has already shown to be a simple and efficient way
to get rid of the reinitialization procedures and, consequently, to allow for the generation of new holes during the opti-
mization sequence. The implicit boundary defined by the level set is transferred to a fixed Lagrangian finite element mesh
using the concept of ersatz material on those elements sliced by the zero level curve. A simple and efficient element-based
approximation is chosen to compute equivalent nodal forces consistent with the surface loads applied on the moving
boundary. Moreover, analytical and algorithmically consistent sensitivity expressions can be retrieved from this approx-
imation. Finally, the approach allows merging pressurized (wet) boundaries with traction-free boundaries during level
set movements. This characteristic provides freedom for the required topological changes and more independence of the
initial level set configuration. This last property allied to the simplicity of the level set representation and successful com-
bination with the reaction-diffusion based evolution applied to a design-dependent pressure load problem are, in the
opinion of the authors, the main contributions of the present manuscript.

The paper is organized as follows. The design-dependent load problem formulation by using a level set framework
is presented in Section 2. The proposition of the level set evolution and tracking of the loaded moving boundary are
discussed in Section 3. In Section 4, details on the discretization and numerical implementation of the methodology are
provided, including the optimization algorithm. Section 5 is dedicated to the numerical examples. Finally, the conclusions
are related in Section 6.
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FIGURE 1 Representation of the domain composed of solid, void, and pressurized regions [Colour figure can be viewed at
wileyonlinelibrary.com]

2 DESIGN-DEPENDENT LOAD PROBLEM FORMULATION

2.1 Level set–based problem definition
The mechanical problem comprises a bounded background domain D ⊆ Rn (n = 2, 3) with smooth boundary 𝜕Ω
(see Figure 1). Domain D is divided into a solid or strong region Ω1, a void or weak region Ω2, and a pressurized region
Ω𝑓 = D∖(Ω1 ∪Ω2). Each region is non-overlapping, ie, Ω1 ∩Ω2 = ∅, Ω1 ∩Ω𝑓 = ∅ and Ω𝑓 ∩Ω2 = ∅. The boundary of Ω1
is split into three parts

𝜕Ω1 = ΓH ∪ ΓD ∪ ΓN , such that ΓH ∩ ΓD ∩ ΓN = ∅, (1)
where Dirichlet conditions are applied on the fixed boundary ΓD and ΓH is submitted to homogeneous Neumann
conditions. Region Ωf with boundary 𝜕Ωf decomposed as

𝜕Ω𝑓 = Γ𝑓 ∪ ΓN , such that Γ𝑓 ∩ ΓN = ∅, (2)

exerts a constant pressure p0 on the interface ΓN = 𝜕Ω1 ∩ 𝜕Ω𝑓 . Here, Γf is the part of 𝜕D that surrounds Ωf. In
design-dependent load problems, the free boundary ΓH and the loading boundary ΓN may change during the optimization
procedure.

The present formulation consists in using a level set approach12,13 to represent the domain defined above. Thus, all
regions and boundaries are implicitly defined by a conventional level set function 𝜙 ∶ D → R given as

𝜙(x) =
⎧⎪⎨⎪⎩
> 0 if x ∈ Ω1; x ∈ ΓD

= 0 if x ∈ ΓH ∪ ΓN

< 0 if x ∈ D∖Ω̄1; x ∈ Γ𝑓 .

(3)

Note that 𝜙(x) is greater than zero everywhere within the solid domain Ω1.
Equilibrium is achieved by the displacement field u ∈ U that satisfies

a𝜙(u, v) = l𝜙(v), ∀v ∈ V , (4)

a𝜙(u, v) = ∫D
C(𝜙)𝜺(u) · 𝜺(v)dD, (5)

l𝜙(v) = ∫ΓN

𝝉(𝜙) · v d𝜕Ω = ∫D
𝝉(𝜙) · v ||∇𝜙||𝛿(𝜙) dD, (6)

where U and V denote the sets of kinematically admissible displacements and admissible variations, respectively. Lin-
ear operators a𝜙(·, ·) and l𝜙(·) represent the virtual work of internal and external forces, respectively, and 𝜺(u) = ∇su
denotes the linear strain tensor. For the sake of simplicity, no body forces are considered in state equation. 𝝉(𝜙) is the level
set–dependent (pressure) load and is defined in terms of 𝜙. The isotropic elasticity tensor C(𝜙) is given by

C(𝜙) = H(𝜙)𝑝C1 + (1 − H(𝜙)𝑝)C2, H (𝜙(x)) =

{
1 , if 𝜙(x) ≥ 0,
0 , if 𝜙(x) < 0,

(7)

where H(𝜙(x)) is the Heaviside function and elasticity tensors C1 and C2 account for the properties of materials 1 and
2, respectively, such that ||C2|| ≪ ||C1||. Penalization parameter p is identical to that of the solid isotropic material with
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penalization method. The reasons for the inclusion of an exponent p > 1 in Equation (7) are twofold: Firstly, although
exponent p has no effect on the exact Heaviside function, its use on a discretized counterpart of C(𝜙), shown in Section 4,
will lead to the classical ersatz material model for those elements cut by the implicit boundary 𝜕Ω. Secondly, it plays a
formal role in the derivative of C(𝜙) with respect to function 𝜙 as explained in Section 3.1.

The structural topology optimization problem considered here is the so-called compliance problem (strain energy
minimization) formally stated as

Problem P1:

min
𝜙

W(u, 𝜙) = ∫D

1
2

C(𝜙)𝜺(u) · 𝜺(u) dD,

subject to ∶

{
a𝜙(u, v) = l𝜙(v), ∀v ∈ V ,

g(𝜙) = G(𝜙) − V̄ ≤ 0,

(8)

where
G(𝜙) = ∫D

H(𝜙) dD, (9)

is the volume (or area) occupied by the solid material and V̄ the required volume (or area) at the end of the optimization
process.

2.2 Augmented Lagrangian approach
The volume constraint is included in the objective function based on an augmented Lagrangian approach.37,38 Conse-
quently, problem (8) is rewritten as

Problem P2: At iteration k, for given values of penalization factor ck and Lagrange multiplier 𝛼k, solve the minimization

min
𝜙

Jk(𝜙) = ∫D

1
2

C(𝜙)𝜺(u) · 𝜺(u)dD + 𝛼kh(𝜙) + ck

2
h(𝜙)2,

subject to ∶ a𝜙(u, v) = l𝜙(v), ∀v ∈ V ,

(10)

where u is the solution of Equation (4) and h(𝜙) is given by

h(𝜙) = max
{
g(𝜙); −𝛼k

ck

}
. (11)

Once the minimum is achieved (or after a conveniently specified number of iterations), verify the condition|||𝛼kh(𝜙)k||| < 𝜀, (12)

where 𝜀 is small tolerance. If (12) is not satisfied, update the Lagrange multiplier and the penalization factor

𝛼k+1 = max
{
𝛼k + ckh(𝜙)k; 0

}
,

ck+1 = 𝛽ck, 𝛽 > 1, 0 < ck < cmax.
(13)

Let k = k + 1 and restart the process. The sequence {𝛼k}, k = 1, 2, ... should converge to the Lagrange multiplier 𝛼 that
satisfies the necessary optimality conditions.

3 LEVEL SET EVOLUTION VIA REACTION-DIFFUSION

The level set evolution technique proposed by Yamada et al23 is used in the present study. The objective function J(𝜙)
holds an additional regularization term, and the minimization problem to be solved becomes

min
𝜙

JR(𝜙) = J(𝜙) + 1
2
𝜏∫D

|∇𝜙|2dD, (14)

where JR(𝜙) is named regularized objective function and 𝜏 > 0 is a regularization (diffusion) weighting coefficient. The
rate of 𝜙 is defined to be proportional to the derivative of JR(𝜙)

𝜕𝜙

𝜕t
= −dJR(𝜙)

d𝜙
= −dJ(𝜙)

d𝜙
+ 𝜏∇2𝜙. (15)
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The formal procedure to obtain dJR(𝜙)∕d𝜙 in the above equation can be found in the work of Emmendoerfer and
Fancello.39 The resulting evolution problem with boundary and initial conditions is summarized as follows:⎧⎪⎪⎪⎨⎪⎪⎪⎩

𝜕𝜙

𝜕t
= 𝜏∇2𝜙 − dJ(𝜙)

d𝜙
, in D

𝜙(t = 0) = 𝜙0 , in D ∪ 𝜕D
𝜕𝜙

𝜕n
= 0, on 𝜕D∖(ΓD ∪ Γ𝑓 ).

𝜙 > 0, on ΓD

𝜙 < 0, on Γ𝑓 .

(16)

Expression (16)1 is a reaction-diffusion equation, where 𝜏∇2𝜙 and dJ(𝜙)∕d𝜙 are known as diffusion and reaction terms,
respectively. The derivative dJ(𝜙)∕d𝜙 brings the essential information for convenient changes of shape and is usually
named velocity field in level set–based topology optimization problems. Its calculation is detailed in the next section. One
of the main advantages of using this proposition is to avoid reinitialization steps of the level set function. In addition, with
the aid of some convenient choices, it allows creating new holes in the design domain.

3.1 Sensitivity analysis
This section focuses on the calculus of derivative dJ(𝜙)∕d𝜙 of the reaction-diffusion equation in (16). To this aim, a
Lagrangian function £ defined as the sum of objective function J(𝜙) (10) and state equation constraint (4) is provided

£(𝜙,u,𝝀) = J(𝜙) + a𝜙(u,𝝀) − l𝜙(𝝀)

= ∫D

1
2

C(𝜙)𝜺(u) · 𝜺(u) dD + 𝛼h(𝜙) + c
2

h(𝜙)2 + a𝜙(u,𝝀) − l𝜙(𝝀),
(17)

where 𝝀 ∈ V is a Lagrangian multiplier. Considering fields 𝜙,u, and 𝝀 as independent variables, the total variation of £
is then

𝛿£(𝜙,u,𝝀) = 𝜕£
𝜕𝜙

[𝛿𝜙] + 𝜕£
𝜕u

[𝛿u] + 𝜕£
𝜕𝝀

[𝛿𝝀], (18)

where 𝛿𝜙, 𝛿u, 𝛿𝝀 ∈ V are admissible variations of their respective arguments. Satisfaction of conditions
𝜕£
𝜕𝝀

(𝜙,u,𝝀)[𝛿𝝀] = 0 and 𝜕£
𝜕u

(𝜙,u,𝝀)[𝛿u] = 0 (19)

retrieve state equation (4) and provide the adjoint field 𝝀 = −u, respectively (see, for instance, the work of Allaire et al16).
Finally, the partial derivative of £ with respect to 𝜙 is

𝜕£
𝜕𝜙

[𝛿𝜙] = 𝜕J(𝜙)
𝜕𝜙

[𝛿𝜙] +
𝜕a𝜙(u,𝝀)

𝜕𝜙
[𝛿𝜙] −

𝜕l𝜙(𝝀)
𝜕𝜙

[𝛿𝜙]. (20)

Calculating each term separately, we obtain
𝜕J(𝜙)
𝜕𝜙

[𝛿𝜙] =∫D

1
2
𝑝(C1 − C2)H(𝜙)𝑝−1

𝜺(u) · 𝜺(u)𝛿(𝜙)𝛿𝜙 dD

+
[
𝛼 + ch(𝜙)

] 𝜕h(𝜙)
𝜕𝜙

[𝛿𝜙],
(21)

𝜕a𝜙(u,𝝀)
𝜕𝜙

[𝛿𝜙] = ∫D
𝑝(C1 − C2)H(𝜙)𝑝−1

𝜺(𝝀) · 𝜺(u)𝛿(𝜙)𝛿𝜙 dD, (22)

𝜕l𝜙(𝝀)
𝜕𝜙

[𝛿𝜙] = ∫D

[
𝝀 · 𝜕𝝉(𝜙)

𝜕𝜙
||∇𝜙|| + div((𝝉(𝜙) · 𝝀)n)

]
𝛿(𝜙)𝛿𝜙 dD. (23)

See details of the derivative of l𝜙(𝝀) in Appendix A. Note that we used the definition
𝜕H(𝜙)
𝜕𝜙

[𝛿𝜙] = 𝛿(𝜙)𝛿𝜙,

where 𝛿(𝜙) is the Dirac function.
Since h(𝜙) = max

{
g(𝜙); − 𝛼

c

}
, two possible expressions arise for its derivative

1. If h(𝜙) = g(𝜙),
𝜕h(𝜙)
𝜕𝜙

[𝛿𝜙] = ∫D
𝛿(𝜙)𝛿𝜙 dD. (24)
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2. If h(𝜙) = − 𝛼

c
,

𝜕h(𝜙)
𝜕𝜙

[𝛿𝜙] = 0. (25)

For a given set (𝜙,u,𝝀) satisfying state and adjoint equations in (19), the total variation of the Lagrangian function
reduces to its partial derivative with respect to 𝜙 (see Equation (18)).16 Therefore,

𝛿£(𝜙,u,𝝀) = 𝜕£
𝜕𝜙

[𝛿𝜙] = dJ(𝜙)
d𝜙

[𝛿𝜙]. (26)

Substituting (21)-(25) in (20) and taking into account that 𝝀 = −u, the required total derivative is given by
dJ(𝜙)

d𝜙
[𝛿𝜙] = ∫D

V(𝜙)𝛿(𝜙)𝛿𝜙dD (27)

and yields the expression (see the work of Gurtin40)
dJ(𝜙)

d𝜙
= V(𝜙)𝛿(𝜙) (28)

for the variational derivative, where

V(𝜙) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

− 1
2
𝑝(C1 − C2)H(𝜙)𝑝−1𝜺(u) · 𝜺(u) + div ((𝝉(𝜙) · u)n)

+u · 𝜕𝝉(𝜙)
𝜕𝜙

||∇𝜙|| + 𝛼 + cg(𝜙),

if g(𝜙) ≥ − 𝛼

c
,

− 1
2
𝑝(C1 − C2)H(𝜙)𝑝−1𝜺(u) · 𝜺(u) + div ((𝝉(𝜙) · u)n)

+u · 𝜕𝝉(𝜙)
𝜕𝜙

||∇𝜙||,
if g(𝜙) < − 𝛼

c

(29)

is a (velocity) field defined over D. Observe that the Heaviside function is always present in the first term of the right side
of (29) because of the exponent p > 1 in expression (7). Thus, the Heaviside function controls the inclusion/exclusion of
this term, depending on whether the point is inside or outside the material region. As a consequence, islands of material
from the design space that arise during optimization are eliminated easier. Note also that the expression for derivative
𝜕𝝉(𝜙)∕𝜕𝜙 in (29) is still missing. Its calculus should be consistent with the algorithmic expressions chosen for the calculus
of the boundary-dependent pressure 𝝉(𝜙). Corresponding details are found in Section 4.

3.2 Treatment and regularization on the velocity field
In this section, a sequence of operations on the velocity field V(𝜙) is proposed to improve the convergence of the
minimization sequence. By keeping the descent properties of V(𝜙), such operations consist of:

1. Eliminating the Dirac function in (28) to extend the reaction term to the whole domain
dJ
d𝜙

= V(𝜙). (30)

It is thus possible to generate changes in the level set function that leads to the nucleation of new holes.
2. Applying the logarithmic scaling,

Vlog(𝜙) =

{
ln (V(𝜙) + 1) , if V(𝜙) ≥ 0,

− ln (−V(𝜙) + 1) , if V(𝜙) < 0.
(31)

This step mitigates high variations in the amplitude of V(𝜙); as a result, the convergence of the optimization is
accelerated.

3. Solving the variational problem: Find v(𝜙) ∈ H1(D) such that

∫D
(𝜅∇v(𝜙) · ∇X + v(𝜙)X) dD = ∫D

XVlog(𝜙)dD, ∀X ∈ H1(D), (32)
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FIGURE 2 Possible cases of topology changes that can occur during level set movement [Colour figure can be viewed at
wileyonlinelibrary.com]

where 𝜅 > 0 is a small smoothing regularization parameter and X is a weight function in H1 space. Thus, v(𝜙) is
smoother than Vlog(𝜙) because of the classical regularity theory for elliptic equations.41

Therefore, v(𝜙) is the velocity field finally used in the reaction-diffusion equation system (16) as the reaction term
responsible for feasible topology changes that should decrease the objective function.

3.3 Level set topology changes on the loading boundary
During optimization, the algorithm allows merging pressurized (wet) and traction-free boundaries. Consider the config-
uration of a structure at time (t) subject to the pressurized loading shown in Figure 2. The present approach allows the
rupture of loaded boundary and consequent load transfer to the previous inner surface (see configuration at time (t+ 1)).
For a new configuration at time (t + 2), two cases are allowed to occur.

• Case 1: The topology evolves to a design with islands of solid material within Ωf.
• Case 2: The discontinued boundary at time (t + 1) closes and go back to a configuration equal to that of time (t), ie, a

depressurized cavity. Creation of pressurized cavities are not within the goal of the present approach and therefore not
considered in the present implementation.

4 DISCRETIZATION AND NUMERICAL IMPLEMENTATION

Important aspects of the numerical implementation are discussed in this section. We proposed an approach to simu-
late design-dependent loads within the context of the classical topology optimization fixed-grid paradigm (ie, preserving
the elements cut by the boundary) to reduce the computational complexity associated with the domain shape change.
The same fixed mesh of quadrilateral bilinear elements is used for both, the level set description and the finite ele-
ment analysis. Thus, the classical ersatz material model is used to compute integrals over all elements. This model
relates the exact Heaviside function H(𝜙) with solid material fraction ae(𝜙) based on the following integral over domain
element De:

ae(𝜙) =
∫De

H(𝜙)dD

∫De
dD

. (33)

This approach is significant to those elements cut by the boundary containing two different phases simultaneously. In
this way, elasticity tensor C(𝜙) defined in (7)1 is approximated by Ce(𝜙) = ae(𝜙)𝑝C1 + [1 − ae(𝜙)𝑝]C2.

The same numerical scheme of Yamada et al23 and Emmendoerfer and Fancello39 is used here to solve the
reaction-diffusion equation (16)1, where the time discretization is performed by finite differences and domain D is

http://wileyonlinelibrary.com
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FIGURE 3 Implicit representation of functions 𝜙(x) and 𝜑(x) on the working domain [Colour figure can be viewed at
wileyonlinelibrary.com]

discretized based on the FEM. The updated level set field 𝚽t+1 is then obtained by solving the discretized evolution
equation

(T1 + Δt(𝜏 T2))𝚽t+1=T1 (𝚽t − Δt v) , (34)

where all the boundary conditions of (16) are considered, Δt is the time increment, v is the velocity array of the discrete
version of v(𝜙), and

T1 =
⋃

e ∫De

e
NT

e
NdD, (35)

T2 =
⋃

e ∫De

∇
e

NT∇
e

NdD. (36)

Here,
⋃

e represents the union set of elements e, and N is the interpolation function.
Similarly, problem (32) is also solved using FEM, and array v is obtained from the linear equation system

(T1 + 𝜅T2) v =T1 Vlog. (37)

In numerical practice, 𝜅 = 1-2 × (Δx)2 is used, where Δx is the minimum grid size.

4.1 Tracking of the moving loaded boundary
In order to track the part of the level set 𝜙 that indicates the moving loaded boundary, an auxiliary function 𝜑 is
conveniently defined such that 𝜑(x(t)) = 𝜙(x(t)) = 0 for all time t and ∀x ∈ ΓN (see Figure 3)

𝜑(x) =
⎧⎪⎨⎪⎩
> 0 if x ∈ Ω𝑓 ; x ∈ Γ𝑓

= 0 if x ∈ ΓN

< 0 if x ∈ D∖Ω̄𝑓 .

(38)

It is worth emphasizing that this function plays a merely operational role. It allows the identification of the portion of
the level set function 𝜙 related to ΓN. In this sense, this approach is completely different from that of Xia et al,15 where
two level set functions evolve according a differential equation.

4.2 Discretization of the pressure load on the moving boundary
Since the loaded boundary has an implicit level set–based representation, nodes are not generally attached to the boundary
(see Figure 4). Therefore, a consistent discretization must be defined to transfer surface loads to equivalent nodal forces.
To this aim, a scheme similar to that in the work of Lee and Martins6 is applied.

Figure 5A shows the constant pressure load p0 acting on a zero level set curve within an element e. The boundary
ΓN intersects the element boundary at points (c1, d1) and (c2, d2) (see Figure 5B). A resultant force, located at middle point
(c̄, d̄) of the segment of length L, can be calculated as

Pe = −𝑝0Ln. (39)

http://wileyonlinelibrary.com
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p0

Fe

≡ 

Pressure load Equivalent nodal force

FIGURE 4 Determination of the equivalent nodal load from the pressure load by using a four-node quadrilateral element [Colour figure
can be viewed at wileyonlinelibrary.com]

(A) (B) (C)

FIGURE 5 Pressure load and its equivalent concentrated force on a zero level set curve crossing a four-node element [Colour figure can be
viewed at wileyonlinelibrary.com]

From Figure 5B, unit normal n can be expressed by*

n = Se

[
Δd∕L
Δc∕L

]
, Se =

[
sign(nx) 0

0 sign(n𝑦)

]
, (40)

where matrix Se contains the sign of the components of normal n. Substituting (40) in (39), the resultant force becomes

Pe = 𝑝0Se

[
Δd
Δc

]
. (41)

The nodal loads Fe equivalent to Pe can be extrapolated to the nodes by42

Fe = NT(c̄, d̄)Pe, (42)

where NT(c̄, d̄) is obtained by evaluating interpolation function N at the coordinates of point (c̄, d̄) to which force Pe is
applied. Thus, by substituting (41) into (42), the equivalent and consistent nodal load becomes

Fe = 𝑝0NT(c̄, d̄)Se

[
Δd
Δc

]
. (43)

On the basis of this representation, the calculus of 𝜕𝝉(𝜙)∕𝜕𝜙 in (29) is equivalent to the calculus of 𝜕Fe∕𝜕𝜙 given by the
following expression:

𝜕Fe

𝜕𝜙
= 𝑝0

𝜕NT(c̄, d̄)
𝜕𝜙

Se

[
Δd
Δc

]
+ 𝑝0NT(c̄, d̄)Se

𝜕

𝜕𝜙

[
Δd
Δc

]
. (44)

The procedures to obtain this derivative are found in Appendix B.

*To determine the direction which the loading is being applied to, we use the level set function to define

n = − ∇𝜙||∇𝜙|| ,
where n is the outward unit normal of the boundary.
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4.3 Optimization algorithm
The minimization of problem P2(10) follows the classical procedure of the augmented Lagrangian method (see, for
example, the works of Bertsekas37 and Birgin and Martínez38). The algorithm is summarized as follows.

External loop:

1. Initialize level set function 𝜙0.
2. Map the elements containing boundary ΓN and define 𝜑.
3. Define k = 1, ck > 0, 𝛼k ∈ R.
4. Perform the internal loop to minimize function Jk

R(𝜙, 𝛼
k, ck) obtaining 𝜙k and 𝜑k.

5. Update ck and 𝛼k using (13).
6. k = k + 1. Return to step 4.

Step 4 of the external loop, called internal loop, is the stage in which JR is minimized for fixed values of 𝛼k and ck. In this
work, we used a fixed number of minimization iterations, say Niter, to be accomplished prior to the penalization factor
and Lagrange multiplier updating in step 5. The internal iterative procedure is the following.

Internal loop: for j = 1 to j ≤ Niter:

1. Obtain the discretized field uj by solving Equation (4).
2. Compute velocity field vj(𝜙j,uj).
3. Update 𝜙 using (34) during a time integration period Δtj = mΔtCFL such that JR(𝜙j+1) ≤ JR(𝜙j).

(a) At each time step ΔtCFL, update 𝜑 at nodes i of elements e containing boundary ΓN

𝜑e
i = −sign(𝜙e

i ), ∀e such that ΓN ⊂ e, i = 1,… ,4.

(b) Update the elements containing boundary ΓN using 𝜑.
(c) Limit 𝜙 between −1 and 1.

4. If ||JR(𝜙𝑗+1) − JR(𝜙𝑗)|| ≤ 𝜀, then stop the iterative process; otherwise, continue.
5. j = j + 1. Go to step 1.

Some comments on the optimization algorithm above are necessary. In relation to time incrementΔt, for a given velocity
v(𝜙), the reaction-diffusion equation performs m update steps during time increment Δt, that is,

Δt𝑗 = mΔtCFL, (45)

where ΔtCFL satisfies a Courant-Friedrichs-Lewy (CFL) condition. Small-time steps ΔtCFL are necessary for function 𝜑 to
properly track the loading interface ΓN along the level set movement. In this work, ΔtCFL = 0.1×min(Δx) is used. Number
m is conveniently chosen to satisfy a descent condition given in step 3 of the internal minimization loop. Moreover,
for numerical issues, the level set function has upper and lower limit constraints. In this work, 𝜙 is limited between
−1 ≤ 𝜙(x) ≤ 1 (step 3(c) of the internal loop).

5 NUMERICAL EXAMPLES

The effectiveness of the optimization algorithm described above is evaluated in this section by means of numerical exam-
ples in 2D. In all the examples, the material properties are set as: Poisson's ratio 𝜈 = 0.3, Young's modulus E1 = 1
(for the solid material), and E2 = 1 × 10−3 (for the void/weak material). We assume that pressurized region Ωf has the
same material properties of the compliant material in Ω2. The penalization parameter is fixed as p = 3. Lagrange multi-
plier 𝛼 is initialized as zero and updated based on expression (13)1. The number of iterations of the internal optimization
loop was heuristically chosen as Niter = 15 for all the examples. In the convergence diagrams, each iteration corresponds
to a single solution of evolution equation (34). The volume ratio referred to along the text is the ratio between the final
and total volume of the structure. We assume that the structures are under plane stress state.
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5.1 Example 1
The first example is a classical benchmark for topology optimization under pressure loads.1,2 The problem consists of a
structure with a pressure applied at the bottom boundary as shown in Figure 6. Domain D is a rectangle of size 2.0 × 1.0
and clamped at the specified position according to Figure 6. The pressure is set to p0 = 1. A mesh of 200 × 100 elements
is used to discretize the fixed design domain. The optimization parameters are set as c = 10, 𝛽 = 2.5, 𝜏 = 8 × 10−3, and a
number of k = 8 external iterations (therefore, 8 × 15 = 120 iterations). The initial level set domain is shown in Figure 7.
In this example, some intermediate topologies are presented in Figure 8 to show the possible cases of level set topology

1

2

0.07

FIGURE 6 Example 1: Model [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 7 Example 1: Initial level set domain [Colour figure can be viewed at wileyonlinelibrary.com]

(A) (B)

(C) (D)

FIGURE 8 Example 1: Intermediate results. A, Iteration 2; B, Iteration 5; C, Iteration 6; D Iteration 20 [Colour figure can be viewed at
wileyonlinelibrary.com]
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FIGURE 9 Example 1: Final result [Colour figure can be viewed at wileyonlinelibrary.com]

Iteration

R
eg

ul
ar

iz
ed

 o
bj

ec
tiv

e 
fu

nc
tio

n

V
ol

um
e 

ra
tio

FIGURE 10 Example 1: Convergence history

changes considered along the optimization procedure (see Section 3.3). Note that the pressure boundary can evolve freely
during optimization. Moreover, the figures show the pressure force vectors acting on the interface. The resulting arc-tie
structure for a maximum volume ratio of 20% is illustrated in Figure 9. The optimized design has a compliance W = 12.06.
Figure 10 shows the convergence history of the regularized objective function and volume ratio. Observe the fluctuations
of the regularized objective function. They occur after each updating of Lagrange multiplier 𝛼 and penalization factor c
(mainly the first iterations), configuring the typical behavior of convergence in augmented Lagrangian approaches.

5.2 Example 2
The second example deals with the problem described in Figure 11 and refers to the same rectangular domain (same finite
element mesh) described in the previous example. Pressure p0 = 1 is applied at the top and lateral boundaries. Two points
at the bottom are clamped in different positions constituting models 1 and 2, as shown in Figure 11. The optimization

1

0.6

2

(A)
0.1

(B)

FIGURE 11 Example 2: Models 1 and 2 [Colour figure can be viewed at wileyonlinelibrary.com]
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(A) (B)

FIGURE 12 Example 2: Optimization of Model 1. A, Initial level set domain; B, Optimized topology for a volume ratio of 10% [Colour
figure can be viewed at wileyonlinelibrary.com]

(A) (B)

FIGURE 13 Example 2: Optimization of Model 2. A, Initial level set domain; B, Optimized topology for a volume ratio of 20% [Colour
figure can be viewed at wileyonlinelibrary.com]
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(B)

FIGURE 14 Example 2: Convergence history. A, Model 1; B, Model 2
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1

3

FIGURE 15 Example 3: Model [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 16 Example 3: Initial level set domain [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 17 Example 3: Final result [Colour figure can be viewed at wileyonlinelibrary.com]
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FIGURE 18 Example 3: Convergence history

is performed with penalization factor c = 1 (for model 1) and c = 12 (for model 2). The remaining parameters are the
same for both models: 𝛽 = 2.5, 𝜏 = 8 × 10−3 and k = 9 external loop updatings (total of 9 × 15 = 135 iterations).
The initial level set domain for model 1 is shown in Figure 12A. The optimized topology with volume constraint set to
10% of the total volume is presented in Figure 12B. In order to verify the capability of the proposed algorithm to provide
local feasible solutions for arbitrary initializations, the optimization for model 2 starts from a solid initial configuration
(that is, without voids) as shown in Figure 13A. The final topology with volume constraint set to 20% of the total volume
is presented in Figure 13B. Note that the final designs converged to an arch shape as expected. The optimized designs
have compliance values of W = 1.28 (for model 1) and W = 10.28 (for model 2). Figure 14 shows the convergence history
of the regularized objective function and volume ratio for both models.
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1

1

q

FIGURE 19 Example 4: Model [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 20 Example 4: Initial level set domain [Colour figure can be viewed at wileyonlinelibrary.com]

(A) (B)

FIGURE 21 Example 4: Final results for an initial configuration with no holes. A, 𝑝0 = 2, q̄ = (1, 0); B, 𝑝0 = 5, q̄ = (1, 0) [Colour figure can
be viewed at wileyonlinelibrary.com]

5.3 Example 3
This case was introduced in the work of Sigmund and Clausen8 and consists of the design of a piston-like shape. Domain
D is a rectangle of size 3.0 × 1.0 subject to a pressure load p0 = 1 applied at the top boundary. On the left and right sides,
the displacements along the horizontal direction are fixed. The central point of the bottom boundary is clamped as shown
in Figure 15. A mesh of 180 × 60 elements is used to discretize D. The optimization parameters are set as: c = 30, 𝛽 = 5,
𝜏 = 1 × 10−3, and a number of k = 15 external iterations (total of 225 iterations). The initial level set domain is shown

http://wileyonlinelibrary.com
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(A) (B)

(C) (D)

FIGURE 22 Example 4: Intermediate results of the final design in Figure 21B, with p0 = 5, q̄ = (1, 0). A, Iteration 5; B, Iteration 13;
C, Iteration 31; D, Iteration 80 [Colour figure can be viewed at wileyonlinelibrary.com]
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(A)

(B)

FIGURE 23 Example 4: Convergence history. A, 𝑝0 = 2, q̄ = (1, 0); B, 𝑝0 = 5, q̄ = (1, 0)
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in Figure 16. The final topology constrained to 30% of the total volume is presented in Figure 17. The optimized design
has a compliance value of W = 30.22, and it is similar to those obtained in previous studies.6,8,9,15 Figure 18 shows the
convergence history of the regularized objective function and volume ratio.

5.4 Example 4
In the latter example, proposed by Xavier and Novotny,36 domain D is given by a square structure of size 1.0 × 1.0
subjected to a pressure loading p0 into a semicircle of radius r = 0.4 and center at the middle bottom of the square
(see Figure 19). In addition to p0, a fixed horizontal load q̄ = (1, 0) is applied at the middle top of the structure. A clamped
boundary condition is imposed at the bottom boundary. The mesh has 140×140 elements and the initial level set domain
(no holes) is shown in Figure 20. This initialization is used to demonstrate the capacity of the present optimization
algorithm to nucleate holes during the level set evolution. The volume constraint is set to 33% of the total volume, and
different values of p0 are tested. For p0 = 2, Figure 21A shows the optimized design with final compliance W = 12.76,
where the optimization parameters are: c = 100, 𝛽 = 2.5 and 𝜏 = 7 × 10−4. For p0 = 5, Figure 21B presents the final
topology with compliance W = 22.73, where the optimization parameters are: c = 300, 𝛽 = 2.5, and 𝜏 = 5.5 × 10−4. Both
final results are obtained after k = 14 external iterations by totaling 210 iterations. Note that the solutions are comparable
to those obtained by the aforementioned work,36 including their observation regarding a change in the curvature of the
right leg of the structure after increasing the pressure loading. Intermediate solutions of iterations 5, 13, 31, and 80 are
shown in Figure 22. Here, it is possible to see the nucleation of new holes in the domain, which configures an important

Iteration

R
eg

ul
ar

iz
ed

 o
bj

ec
tiv

e 
fu

nc
tio

n

V
ol

um
e 

ra
tio

(A) (B)

(C)

FIGURE 24 Example 4: Results for an initial level set domain with holes and p0 = 5, q̄ = (1, 0). A, Initial configuration; B, Final topology;
C, Convergence history
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feature in a true topological optimization method. Figures 23A and 23B show the convergence history of the regularized
objective function and volume ratio for pressure loads p0 = 2 and 5, respectively.

The same problem for p0 = 5 was again solved however starting from an initial domain with holes (see Figure 24A).
The final design with compliance W = 18.7 is shown in Figure 24B. Note that the optimized design led to a topology
significantly different including the shape of the pressurized cavity, showing the dependence of the solution on initial con-
figurations. Moreover, the final compliance achieved was lower than that of the solid initial domain. Finally, Figure 24C
refers to convergence issues, presenting the good behavior of the regularized objective function.

6 CONCLUSION

A method to solve structural topology optimization problems with design-dependent (pressure) loads has been pro-
posed. The approach relies on the clear identification of the moving boundaries provided by the level set technique.
For the sake of simplicity, the well-established minimum compliance problem under volume constraint was analyzed.
A reaction-diffusion evolutionary equation, analogous to that proposed by Yamada et al,23 was chosen for the level set
evolution because of its capacity of avoiding reinitialization steps and, consequently, to allow for the nucleation of new
holes in the domain. Just a single level set function is controlled by an evolution problem while an auxiliary function
follows the level set on the loaded boundary. Being the pressure applied to an implicit boundary, a simple and efficient
element-based approximation is chosen to compute equivalent nodal forces consistent with the surface load. Moreover,
analytical and algorithmically consistent sensitivity expressions can be retrieved from this approximation. Finally, the
proposed algorithm allows merging pressurized (wet) boundaries with traction-free boundaries during level set move-
ments. This last property, allied to the simplicity of the level set representation and successful combination with the
reaction-diffusion–based evolution applied to a design-dependent pressure load problem, represents the main contribu-
tion of this paper. All these features make the present approach quite efficient to deal with loaded moving boundaries as
compared with the heuristics employed in density-based methods. Numerical examples provide successful results, many
of which comparable with others found in the literature and solved with different techniques.
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APPENDIX A

DERIVATIVE OF THE LINEAR OPERATOR

By taking the variation of

l𝜙(𝝀) = ∫D
𝝉(𝜙) · 𝝀 ||∇𝜙||𝛿(𝜙) dD

in relation to 𝜙 in direction 𝛿𝜙, we obtain†

𝜕l𝜙(𝝀)
𝜕𝜙

[𝛿𝜙] = ∫D
𝝀 · 𝜕𝝉(𝜙)

𝜕𝜙
[𝛿𝜙] ||∇𝜙||𝛿(𝜙) dD + 𝜕

𝜕𝜙
[𝛿𝜙] , (A1)

where
𝜕
𝜕𝜙

[𝛿𝜙] = ∫D
𝝉(𝜙) ·𝝀𝜕(||∇𝜙||𝛿(𝜙))

𝜕𝜙
[𝛿𝜙] dD

= ∫D
𝝉(𝜙) · 𝝀

{
𝜕(𝛿(𝜙))
𝜕𝜙

[𝛿𝜙] ||∇𝜙|| + 𝛿(𝜙)𝜕(||∇𝜙||)
𝜕𝜙

[𝛿𝜙]
}

dD

= ∫D
𝝉(𝜙) · 𝝀

{
𝛿′(𝜙)||∇𝜙||𝛿𝜙 + 𝛿(𝜙)∇𝜙 · ∇ (𝛿𝜙)||∇𝜙||

}
dD

= ∫D
𝝉(𝜙) · 𝝀

{
∇ (𝛿(𝜙)) · ∇𝜙||∇𝜙||𝛿𝜙 + 𝛿(𝜙)∇𝜙 · ∇ (𝛿𝜙)||∇𝜙||

}
dD.

(A2)

Here, 𝛿′(𝜙) is the first derivative of the Dirac delta function and we have used relationship ∇𝛿(𝜙) = 𝛿′(𝜙)∇𝜙. We can
further simplify (A2) by using the product rule to make the following substitutions:

∇ (𝛿(𝜙)) · ∇𝜙||∇𝜙|| = ∇ ·
(
𝛿(𝜙) ∇𝜙||∇𝜙||

)
− 𝛿(𝜙)∇ ·

(
∇𝜙||∇𝜙||

)
(A3)

and

𝛿(𝜙)∇𝜙 · ∇ (𝛿𝜙)||∇𝜙|| = ∇ ·
(
𝛿𝜙𝛿(𝜙) ∇𝜙||∇𝜙||

)
− 𝛿𝜙∇ ·

(
𝛿(𝜙) ∇𝜙||∇𝜙||

)
. (A4)

†Verify the distinction in notation between variation 𝛿𝜙 and Dirac function 𝛿(𝜙).
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https://doi.org/10.1016/j.cma.2016.02.024
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Substituting (A3) and (A4) in (A2), we have

𝜕
𝜕𝜙

[𝛿𝜙] = − ∫D
𝝉(𝜙) · 𝝀 ∇ ·

(
∇𝜙||∇𝜙||

)
𝛿(𝜙)𝛿𝜙dD

+ ∫D
𝝉(𝜙) · 𝝀 ∇ ·

(
𝛿𝜙𝛿(𝜙) ∇𝜙||∇𝜙||

)
dD

= − ∫D
𝝉(𝜙) · 𝝀 ∇ ·

(
∇𝜙||∇𝜙||

)
𝛿(𝜙)𝛿𝜙dD

+ ∫D

[
∇ ·

(
𝝉(𝜙) · 𝝀 𝛿𝜙𝛿(𝜙) ∇𝜙||∇𝜙||

)
−∇ (𝝉(𝜙) · 𝝀 ) ·

(
𝛿𝜙𝛿(𝜙) ∇𝜙||∇𝜙||

)]
dD.

(A5)

The Divergence theorem is used to obtain

𝜕
𝜕𝜙

[𝛿𝜙] = − ∫D

[
𝝉(𝜙) · 𝝀 ∇ ·

(
∇𝜙||∇𝜙||

)
+ ∇ (𝝉(𝜙) · 𝝀) · ∇𝜙||∇𝜙||

]
𝛿(𝜙)𝛿𝜙dD

+ ∫
𝜕D
𝝉(𝜙) · 𝝀 𝛿(𝜙)||∇𝜙|| 𝜕𝜙𝜕n

𝛿𝜙d𝜕D.

(A6)

Now, by assuming that 𝜙 does not vary in the normal direction n on 𝜕D, that is,
𝜕𝜙

𝜕n
||||𝜕D

= 0,

and by using the derivation rule, we conclude that

𝜕
𝜕𝜙

[𝛿𝜙] = −∫D
∇ ·

(
𝝉(𝜙) · 𝝀 ∇𝜙||∇𝜙||

)
𝛿(𝜙)𝛿𝜙dD

= ∫D
div ((𝝉(𝜙) · 𝝀 )n) 𝛿(𝜙)𝛿𝜙dD,

(A7)

where
n = − ∇𝜙||∇𝜙|| .

Finally, by substituting (A7) in (A1) and assuming that 𝜕𝝉(𝜙)
𝜕𝜙

[𝛿𝜙] is Fréchet derivative, we found

𝜕l𝜙(𝝀)
𝜕𝜙

[𝛿𝜙] = ∫D

[
𝝀 · 𝜕𝝉(𝜙)

𝜕𝜙
||∇𝜙|| + div ((𝝉(𝜙) · 𝝀)n)

]
𝛿(𝜙)𝛿𝜙 dD. (A8)

APPENDIX B

DERIVATIVE OF CONSISTENT NODAL FORCES

This section presents the procedure for computing the sensitivity as the loaded zero level set curve goes over the fixed
grid of the finite element model.

In this work, we discretize the level set function 𝜙 with bilinear shape functions and the same as that used for the finite
element analysis. Figure B1 shows four configurations of the zero level set isocontour intersecting an element in 2D. Note
that because of the bilinear shape functions used for the interpolation of 𝜙, the double intersection shown in Figure B1(D)
is naturally avoided: if all nodes of the element have the same sign, it is assumed the element is not cut by the boundary.
The case as shown in Figure B1(C) is algorithmically avoided. If, during the level set evolution, an element achieves
Case 3 being ΓN one the boundaries, the evolution equation is continued until this configuration is eliminated. In this
way, it is arbitrarily enforced that each element is cut by a single boundary ΓN.

A set of cases, however, deserves attention. Consider an element is in Case 1, and a new boundary, coming from the
upper edge, modifies the sign of one of the upper nodes. In this case, the configuration changes immediately (discon-
tinuously) to Case 2. Similar behavior may happen in Case 4. In these situations, we have a jump on the configuration
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(A) (B) (C) (D)

FIGURE B1 Intersection configurations in a four-node element cut by the zero level set function. A, Case 1: allowed; B, Case 2: allowed;
C, Case 3: avoided; D, Case 4: unsupported

FIGURE B2 Figure shows a four-node element cut by the zero level set function [Colour figure can be viewed at wileyonlinelibrary.com]

and therefore on the operations: small discontinuity on the objective function. Despite, in numerical examples, not much
sensitivity has been found because of these situations, these cases will be subject to analysis in future works.

Then, to accomplish the derivative of Equation (44), distances Δc and Δd (see Figure 5B) and shape function N need
to be written in terms of level set function 𝜙. To this end, points (c1, d1) and (c2, d2), which intercept the element, can be
written as (see Figure B2)

cw = Xi|𝜙i+1| + Xi+1|𝜙i||𝜙i| + |𝜙i+1|
dw = Yi|𝜙i+1| + Yi+1|𝜙i||𝜙i| + |𝜙i+1|

, w = 1, 2, (B1)

where w identifies the (two) intersecting points, i and i + 1 are the subsequent nodes of the element associated with each
point w such that sign(𝜙i) ≠sign(𝜙i+1), and X and Y are global coordinates.

Thus, the middle point (c̄, d̄) is expressed by

c̄ = c̄(𝜙) = 1
2

2∑
w=1

cw, d̄ = d̄(𝜙) = 1
2

2∑
w=1

dw, (B2)

and distances Δc and Δd are defined as

Δc = Δc(𝜙) = |c1 − c2| and Δd = Δd(𝜙) = |d1 − d2| . (B3)

By using the definitions above, the shape functions for a structured mesh of quadrilateral four-node element
(see Figure B3) are

N1 = (a − c̄ + X̄) (b − d̄ + Ȳ )
4ab

, N2 = (a + c̄ − X̄)(b − d̄ + Ȳ )
4ab

N3 = (a + c̄ − X̄)(b + d̄ − Ȳ )
4ab

, N4 = (a − c̄ + X̄)(b + d̄ − Ȳ )
4ab

(B4)

where
X̄ = X1 + X2

2
, and Ȳ = Y1 + Y2

2
,

http://wileyonlinelibrary.com
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X

Y

a

b

b

a

1 2

4 3

(X , Ȳ) 

( c, d )

(X1,Y1) (X2,Y2)

(X4,Y4) (X3,Y3)

FIGURE B3 Bilinear quadrilateral element and its zero level set boundary [Colour figure can be viewed at wileyonlinelibrary.com]

and a and b represent the physical dimension of the element.
Now, we can compute the derivative of the loading given in (44), which consists in calculating derivatives 𝜕NT(c̄, d̄)∕𝜕𝜙,

Δc∕𝜕𝜙, and Δd∕𝜕𝜙. To obtain the partial derivative of the shape function, we can use the chain rule as

𝜕NT(c̄, d̄)
𝜕𝜙

= 𝜕NT(c̄, d̄)
𝜕c̄

𝜕c̄
𝜕𝜙

+ 𝜕NT(c̄, d̄)
𝜕d̄

𝜕d̄
𝜕𝜙

. (B5)

By calculating each term of the equation above, we have the derivative of the interpolants (B4) in relation to c̄ given by

𝜕NT(c̄, d̄)
𝜕c̄

=

[
𝜕N1
𝜕c̄

0 · · · 𝜕N4
𝜕c̄

0
0 𝜕N1

𝜕c̄
· · · 0 𝜕N4

𝜕c̄

]T

,

where
𝜕N1

𝜕c̄
= − 1

4ab
(b − d̄ + Ȳ ), 𝜕N2

𝜕c̄
= 1

4ab
(b − d̄ + Ȳ ),

𝜕N3

𝜕c̄
= 1

4ab
(b + d̄ − Ȳ ), 𝜕N4

𝜕c̄
= − 1

4ab
(b + d̄ − Ȳ ).

The derivatives in relation to d̄ are easily obtained in a similar way. Derivatives 𝜕c̄∕𝜕𝜙 and 𝜕d̄∕𝜕𝜙 still have to be determined
in (B5). From definitions in (B2), we have that

𝜕c̄
𝜕𝜙

= 1
2

2∑
w=1

𝜕cw

𝜕𝜙
and 𝜕d̄

𝜕𝜙
= 1

2

2∑
w=1

𝜕dw

𝜕𝜙
. (B6)

Again, we use the chain rule and can write

𝜕cw

𝜕𝜙
= 𝜕cw

𝜕𝜙i
+ 𝜕cw

𝜕𝜙i+1
= 𝜕cw

𝜕 |𝜙i| 𝜕 |𝜙i|
𝜕𝜙i

+ 𝜕cw

𝜕 |𝜙i+1| 𝜕 |𝜙i+1|
𝜕𝜙i+1

= 𝜕cw

𝜕 |𝜙i| sign(𝜙i) +
𝜕cw

𝜕 |𝜙i+1| sign(𝜙i+1).
(B7)

By using expressions in (B1), we obtain the following derivatives:

𝜕cw

𝜕 |𝜙i| = |𝜙i+1|
(|𝜙i| + |𝜙i+1|)2 (Xi+1 − Xi) , (B8)

𝜕cw

𝜕 |𝜙i+1| = |𝜙i|
(|𝜙i| + |𝜙i+1|)2 (Xi − Xi+1) . (B9)

Substituting (B8) and (B9) in (B7) and rearranging terms, we have

𝜕cw

𝜕𝜙
= Zw (Xi+1 − Xi) , (B10)

http://wileyonlinelibrary.com
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where
Zw =

|𝜙i+1| sign(𝜙i) − |𝜙i| sign(𝜙i+1)
(|𝜙i| + |𝜙i+1|)2 . (B11)

Thus, substituting (B10) in (B6) and proceeding analogously for d̄, the lacking derivatives are expressed as

𝜕c̄
𝜕𝜙

= 1
2

2∑
w=1

Zw (Xi+1 − Xi) , (B12)

𝜕d̄
𝜕𝜙

= 1
2

2∑
w=1

Zw (Yi+1 − Yi) . (B13)

Finally, the derivatives of Δc and Δd in relation to level set function 𝜙 are calculated as‡

𝜕Δc
𝜕𝜙

= 𝜕(|c1 − c2|)
𝜕𝜙

= (c1 − c2)|c1 − c2|
(
𝜕c1

𝜕𝜙
− 𝜕c2

𝜕𝜙

)
= sign(c1 − c2)

(
𝜕c1

𝜕𝜙
− 𝜕c2

𝜕𝜙

)
,

(B14)

and, analogously,
𝜕Δd
𝜕𝜙

= sign(d1 − d2)
(
𝜕d1

𝜕𝜙
− 𝜕d2

𝜕𝜙

)
. (B15)

Therefore, all the necessary derivatives are determined, and we can now obtain the sensitivity of the loaded moving
boundaries in a semianalytical manner.

‡Note that: |c1 − c2| = √
(c1 − c2)(c1 − c2).
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